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Elimination rules of positive connectives refine the context of a proof or computation with the different possible values of the object being eliminated, such as being on one side or the other of a disjunction or such as being a tuple of objects.

Sometimes, we may require that properties from the object being eliminated do not pervade in the context. A typical example is when the object being eliminated is up to a quotient, and we want the proof or computation to preserve the quotient.

Here, we consider another form of restriction intended to ensure that the elimination does not change the “size” of the proof or computation.

The motivation is multiple. First, it has been discovered in 2013 that the guard condition implemented in Coq was inconsistent with propositional extensionality and the analysis of the incompatibility revealed that transporting an expression along propositional extensionality had indeed the ability of changing the size of the expression, an observation which is reminiscent of the homotopic interpretation of type extensionality as an equivalence. A restriction of the conditions under which an elimination propagates the size was then implemented to prevent the inconsistency.

On the other side, while implementing a small-inversion-based variant [MS13] of Goguen-McBride-McKinna’s and Cockx’ compilation [GMM06, Coc17, Soz10] of dependent pattern-matching [Coq92], it was observed that the new criterion was too restrictive [Mar17]. Other limitations were also reported on the Coq bug tracker [Soz23].

We conjecture the existence of a compromise that exactly captures the restriction needed to preserve the compatibility with propositional extensionality while resolving the known limitations.

First, we briefly recall the main parts1 of the guardedness check in the variant of the Calculus of Inductive Constructions implemented in Coq for fixpoints up to 2013 (i.e. up to Coq 8.4). We call stack any sequence \( t_1 \ldots t_n \) of terms and say that a well-typed recursive expression \( \text{fix } f (x : I) : T := c \) is guarded in context \( \Gamma \) when \( c \) is guarded for \( f \) on \( x \) in \( \Gamma, f : \Pi (x : I).T, x : I \) relatively to an empty set of smaller variables and empty stack where \( c \) is guarded for \( f \) on \( x \) in \( \Gamma \) relatively to a set \( \Xi \) of smaller variables and stack \( \pi \), shortly \( \Gamma \vdash f (x : \Xi) \vdash c \pi \) guarded, is defined by means of an auxiliary judgement \( \Gamma \vdash f (x : \Xi) \vdash c \) smaller and the following excerpt of inference rules2:

\[
\begin{array}{llll}
\Gamma, y : T \vdash f (x : \Xi) \vdash u \pi \text{ guarded} & \Gamma, y : T \vdash f (x : \Xi) \vdash u \pi \text{ guarded} & \\
\Gamma, y : T \vdash f (x : \Xi) \vdash u \pi \text{ guarded} & \Gamma, y : T \vdash f (x : \Xi) \vdash u \pi \text{ guarded} & \\
\Gamma, y : T \vdash f (x : \Xi) \vdash u \pi \text{ guarded} & \Gamma, y : T \vdash f (x : \Xi) \vdash u \pi \text{ guarded} & \\
\end{array}
\]

\[
\begin{array}{llll}
\Gamma \vdash f (x : \Xi) \vdash \lambda (y : T). u \pi \text{ guarded} & \Gamma \vdash f (x : \Xi) \vdash \lambda (y : T). u \pi \text{ guarded} & \\
\Gamma \vdash f (x : \Xi) \vdash \lambda (y : T). u \pi \text{ guarded} & \Gamma \vdash f (x : \Xi) \vdash \lambda (y : T). u \pi \text{ guarded} & \\
\Gamma \vdash f (x : \Xi) \vdash c \pi \text{ guarded} & \Gamma \vdash f (x : \Xi) \vdash c \pi \text{ guarded} & \\
\Gamma \vdash f (x : \Xi) \vdash c \pi \text{ guarded} & \Gamma \vdash f (x : \Xi) \vdash c \pi \text{ guarded} & \\
\Gamma \vdash f (x : \Xi) \vdash c \pi \text{ guarded} & \Gamma \vdash f (x : \Xi) \vdash c \pi \text{ guarded} & \\
\Gamma \vdash f (x : \Xi) \vdash c \pi \text{ guarded} & \Gamma \vdash f (x : \Xi) \vdash c \pi \text{ guarded} & \\
\Gamma \vdash f (x : \Xi) \vdash c \pi \text{ guarded} & \Gamma \vdash f (x : \Xi) \vdash c \pi \text{ guarded} & \\
\Gamma \vdash f (x : \Xi) \vdash c \pi \text{ guarded} & \Gamma \vdash f (x : \Xi) \vdash c \pi \text{ guarded} & \\
\Gamma \vdash f (x : \Xi) \vdash c \pi \text{ guarded} & \Gamma \vdash f (x : \Xi) \vdash c \pi \text{ guarded} & \\
\end{array}
\]

where \( \Xi \) is an inductive family and \( |z_k|_I \) if \( c \) is \( x \) or \( \Gamma \vdash c \) smaller and \( \Xi \) otherwise.

where, in the Coq-like-syntax-based rule for dependent elimination, \( J \) is an inductive family and \( |z_k|_I \) selects the subset of \( z_k \) whose type ends with a recursive occurrence of \( I \) in the type of the corresponding constructor.

---

1 Intentionally simplified to focus on the point under concern.
2 The role of the stack is to propagate smallerness from outside of a case analysis to the branches of the case analysis.
From Coq 8.5, the guard was modified to prevent the inconsistency with propositional extensionality [Col14]. A way to present the change is by introducing an “undefined” term \( \bot \) serving to mask the parts of the recursive structure of an inductive type that should not be considered as smaller. Then, if \( T \) and \( U \) possibly contain \( \bot \) at some places, we write \( T \cap U \) for the type obtained by setting \( \bot \) at every occurrence where \( T \) and \( U \) differ (or are both already \( \bot \)). We also write \( T \leq U \) is \( T \) has at all occurrences where \( U \) has already \( \bot \). Even though the purpose of the inference rules is not to check typing (which is assumed to be done beforehand), the smaller variables now carry a type, leading to a judgement of the form \( \Gamma \vdash f \mid x \mid T_1, \ldots, x_n : T_n \vdash c \mid \pi \text{ guarded} \), with \( \pi \) a sequence of typed terms.

The inference rules are then changed as follows:

\[
\begin{align*}
& y : U \in \Xi & & \Gamma \mid \Xi \vdash t \text{ U-smaller} & & \Gamma \mid \Xi \vdash t \text{ U-smaller} & & I \leq U \\
& \Gamma \mid f \mid \Xi \vdash y \text{ U-smaller} & & \Gamma \mid \Xi \vdash t u \text{ U-smaller} & & \Gamma \mid f \mid \Xi \vdash f \mid t \text{ guarded} \\
& \Gamma, y : T \mid f \mid x \mid \Xi, y : T \cap U \vdash u \mid \pi \text{ guarded} & & \Gamma \mid f \mid x \mid \Xi \vdash U \text{ U-smaller} & & \Gamma \mid f \mid x \mid \Xi \vdash \lambda(y : T). \text{ guarded} \\
& \Gamma \mid f \mid x \mid \Xi \vdash c \mid \pi \text{ guarded} & & \Gamma, y : T \mid f \mid x \mid \Xi, y : T \cap U \vdash u \mid \pi \text{ guarded} & & \Gamma \mid f \mid x \mid \Xi \vdash \lambda(y : T). \text{ guarded}
\end{align*}
\]

where \([u]_P\) propagates the domains of dependent products in \( P \) to the corresponding domain of \( \lambda \)'s in \( u \), if any, with the result of discarding, according to the elimination predicate, all possible contributions of the indices to guardedness in the domain of \( \lambda \)'s.

We now come to our refinement of the 2013 criterion [Her21]. The idea is not to restrict all dependencies in the indices of the family in the elimination predicate, but only the dependencies in indices that are types, or type families, that is, for \( t \) a term, we define its size-preserving mask \( \downarrow t \) compositionally except that all occurrences of an inductive type or inductive family \( J \) in \( t \) are replaced by \( \bot \), since, after all, only inductive types are able to contribute to smallerness, so it is enough to mask inductive types. Then, the rule for dependent case analysis is refined into (where \( v_k \) are the indices in the conclusion of the type of \( C_k \)):

\[
\Gamma \mid f \mid x \mid \Xi \vdash \text{ guarded}
\]

\[
\Gamma, y : T \mid f \mid x \mid \Xi, y : T \cap U \vdash u \mid \pi \text{ guarded}
\]

\[
\Gamma \mid f \mid x \mid \Xi \vdash c \mid \pi \text{ guarded}
\]

\[
\Gamma \mid f \mid x \mid \Xi \vdash \text{ guarded}
\]

where \( \Xi' \) in \( \Xi \) if \( c \) is \( x \)

Our main conjecture is then:

**Conjecture:** Propositional extensionality is not refutable in the Calculus of Inductive Constructions equipped with the modified rule.

Additionally, we conjecture that the same kind of idea would support convertibility-based elimination of equality proofs \( t = u \) in strict propositions without leading to a failure of normalisation in the presence of an impredicative sort [AC20]: instead of masking inductive types in the indices, our guess is that the following reduction rule, where \( \downarrow \) masks subterms of type an impredicative sort, preserves normalisation\(^3\):

\[
\frac{t \equiv u \quad P[z := \downarrow u \mid y := \downarrow e] \text{ is } \bot\text{-free}}{(\text{match } e : t = u \text{ as } y \text{ in } \_ = z \text{ return } P \text{ with refl } \Rightarrow v \text{ end}) \Rightarrow v}
\]

The motivation for our guess is that the example in [AC20] crucially relies on eliminating a proof of extensional equality, which the modified reduction rule prevents.

\(^3\)In Coq, this rule, without our restriction, is activated by setting the option Definitional UIP.
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